Chongging Lhiversity of ATAI
Technology Advanced Technique of

Arifical Intelligence

Modeling Fine-grained Information via Knowledge-aware
Hierarchical Graph for Zero-shot Entity Retrieval

Taigiang Wu* Xingyu Bai* Weigang Guo
wtq20@mails.tsinghua.edu.cn bxy20@mails.tsinghua.edu.cn Jimwgguo @tencent.com
Shenzhen International Graduate Shenzhen International Graduate Tencent
School, Tsinghua University School, Tsinghua University Shenzhen, China
Shenzhen, China Shenzhen, China
Weijie Liu Siheng Li Yujiu Yang'
jagerliu@tencent.com listheng2 1 @mails.tsinghua.edu.cn yang.yujiu@sz.tsinghua.edu.cn
Tencent Shenzhen International Graduate Shenzhen International Graduate
Shenzhen, China School, Tsinghua University School, Tsinghua University
Shenzhen, China Shenzhen, China

(WSDM-2023)

code: None

g€SIS @ Reported by Zhaoze Gao

9 Y 1easd

Leibniz-Institut
fiir Sozialwissenschaften

)
?oe




igence

‘5
1
4
<73
=
5

ical Intell

At

1. Introduction
2. Approach
3. Experiments

.ﬁoemnﬁn: 0@0
%
%

%

‘S‘_“ungue,, &,
“0

"

s &

EE

n ©

m—— C =
|

W i

c

£ 34

Iz

<

N

=]

%3]

|

=

Lhiversity of
9

INg
Technology

w k)




: . ATAI
@ Chongaing Lhiversity Avarced Techrioue o
of Technology Atificial Intelligence
Mention: colony ship 1. Training Phase
___________ ]
. . dense space !
Mention context: . Mention __| ce space !
The timely intervention of spock saved the doctor’s life. Encoder 1 :
Natira also told doctor mccoy that the book was given by the : :
creators . It was subsequently learned that the ‘creators’ were j Paired ] ' i
-~ . .. - . 4 - 1 - 1 ! ‘:}—b 1
the ancient fabrini and that the book was merely a technical T | Epe : |
manual and guidebook. Yomada was, in fact, a multi- Entity __| I
) . - S Encoder |
generational colony ship and the ‘oracle’ its computer . | @" :
T LTI Corrrrr - et Bl :
I mention baseline dense space : | Source domain |
. memionys  BESEREREEDESESEE oo e
I
1 ecall space
I ' ! ® : 2. Inference Phase
I issing ground truth Fom======== I
| . ."H!i‘i’iﬂgggfﬂ( triit : : densc space :
: tity retrieved : M:S“ d |
entiiy retrieve, 1 ]
| } \ | — : |
Lo o oo oo oo oo omm omm e mm mm omm omm omm mm omm mm mm mm mm mw mw mm mm m m mw mm mm mw mm mm —
—, 1 ]
T . B @ E] : @@ :
Entity: (creators Entity: (generational ship ") | i
) B () |
Entity description: Entity description: Ep, , Entity .
The (creators was what the | | A (generational ship was a v : :
fabrini who lived on the| |starship in which, over an o : :
asteroid spaceship “yonada” extended period of time, the Eg i_-ra.-get domain | e e .
called their ancestors. Faced operations of the ship were,  TTTTTTe
with their sun about... passed down to successive... Figure 2: Overview of our GER framework.




@ Chongaing Lhiversity Qv!ngle S

of Technology Atificial Intelligence

D—( Embedding )

D

[CLS] Token Output L/
c¢) BERT encoder d) hierarchical graph
>
enna Lk
1

BERT

— — — ——— —— ——— — —— —— — — — — — — ——— —

Subject Node

Mention: colony ship (M) Predicate Node

NVOH
@ ‘ O SuIppaquiz JPON UONUIA

book was gWen by the (@

subsequently learned that the “creators” were the
a rini and that the book was merely a
techmcal manual and guidebook. Yonada was, in
fact, a multl-generatnonal colony ship and the
“oracle” its computer. .

Object Node
O Triplet Node
O Mention Node

P Add

Triplet = (Subject, Predtcate, Object)
Triplet] = (spock, saved, doc

® ® s B

a) mention context b) triplets generation

Figure 3: Overview of mention encoder in GER. For the given mention representation (shown in part a), we extract the triplets (shown
in part b, green for the subject, blue for the predicate, and red for the object) as knowledge units. To avoid the graph bottleneck [2],
we add a triplet node (in yellow) between the mention/entity node and each triplet, and thus build the hierarchical graph (shown in
part d).
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Samples  Entity

KB Dataset Usage

Num Num
Train 18,317
Wiki- AI0A Valid 4,763 5.903.530
pedia = WNED-CWEB  Test 10,392 = =
AQUAINT Test 678

Train
Wikia ZESHEL Valid
Test

49,275 332,632
10,000 89,549
10,000 70,140

Table 1: Statistics of entity retrieval datasets and knowledge
base, samples num means the size of paired mentions and en-
tities. For each KB, we use the corresponding train dataset (e.g.,
AIDA train set) to optimize our GER framework, and report
the recall results on test dataset (e.g., WNED-CWEB).
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Method R@1 R@4 R@8 R@16 R@32 R@50 R@64
BM25 [17]" - - - - - - 69.13
BLINK [30]" - - - - - - 82.06
Partalidou et al. [19]" - . - . . 84.28 .

ARBORESCENCE [1]" - . - - - . 85.11
BLINK [30]* 38.01 62.08 69.19 7539 80.03 82.69 83.98
BERT Mean Pooling 33.65 57.74 65.17 7138 7585 78.66 80.14
BERT Max Pooling 36.94 6042 6834 7383 7840 81.09 82.65
BLINK + BERT Mean Pooling | 34.12 5841 66.19 7224 7693 79.79 81.16
BLINK + BERT Max Pooling | 3845 6346 70.68 76.72 81.11 83.63 84.83
GER (ours) 42.86 6648 73.00 78.11 8215 8441 85.65

Table 2: Recall@K (R@K) results on the test set of ZESHEL dataset, which is the average of 5 runs with different random seeds. *
notes for the results we reproduce. ' notes for the results taken from their papers. Best results are shown in bold. GER outperforms
all baselines significantly with paired t-test at p < 0.05 level considering R@64,
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Method WNED-CWEB AQUAINT

R@10 R@30 R@128 | R@10 R@30 R@128
BLINK”® 80.16 8448 89.22 | 9395 96.76  98.23
BERT Mean Pooling 79.87 8479 8935 | 9454 9690  98.23
BERT Max Pooling 77.62 83.56  88.57 | 93.07 9587 97.94

BLINK + BERT Mean Pooling | 80.13 8433  88.81 9484 96.31 98.23
BLINK + BERT Max Pooling | 78.75 84.16  88.81 93.22 96.02 97.35

GER (ours) 80.79 8534 90.13 | 95.28 97.05  98.82

Table 3: Recall@K (R@K) on dataset WNED-CWEB and AQUAINT. The experiments are all under the zero-shot settings. that
entities are only defined by textual description and the entities in test set are unseen during training.
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Sentence-level | Word-level | R@] R@8 R@32 R@64
BERT - 38.01 69.19 80.03 8398
- HGAN 37.37 6377 73.19 77.29
BERT Node Mean | 37.29 69.62 80.15 83.88
BERT GAT 39.23 70.07 80.14 84.09
BERT HGAN 4286 73.00 8215 B85.65

Table 4: The ablation study results of our GER (BERT+HGAN)
on ZESHEL dataset.
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Mention Encoder | Entity Encoder | R@1 R@8 R@32 R@64

BERT BERT 38.01 69.19 80.03 B398
BERT+HGAN BERT 38.16 6941 80.04 8392
BERT BERT+HGAN | 39.18 68.56 78.70 82.65

BERT+HGAN BERT+HGAN | 4286 73.00 82.15 85.65

Table 5: The ablation study results of the dual-encoder
architecture. (BERT, BERT) is the baseline BLINK while
(BERT+HGAN, BERT+HGAN) is our proposed GER.
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Figure 4: Comparison of overall accuracy for BLINK and GER.
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Figure 5: The corresponding embedding in dense space and part of node attention between graph nodes for mention colony ship,
ground truth entity generation ship and entity creafors. In the graph, we visualize the attention of Mention/Entity-Triplet edges (in
grey) and Triplet-SPO edges (in yellow), where thicker edges mean higher attention scores.
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Attention Ranking [0,32) [32,64) [64,96) [96,128)
Total 685 1191 2765 5359
BLINK  Recall@es | 86.13 8581 8445  83.50
S v 742 1315 2798 5145
Recall@64 | 86.12 8608 8678  84.98

Table 6: Attention distributions for ZESHEL test set.
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